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Preface

In February 2020, we had the pleasure to organize the 12th edition of the ZEUS
Workshop in Potsdam, Germany. This workshop series offers young researchers
an opportunity to present and discuss early ideas and work in progress as well as
to establish contacts among young researchers. For this year’s edition, we selected
five regular submissions, three position papers, and one tool demonstration for
presentation at the workshop. Each submission went through a thorough peer-
review process and was assessed by at least five members of the program committee
with regard to its relevance and scientific quality. The accepted contributions cover
the areas of Business Process Management, Cloud Computing, Microservices,
Software Design, and the Internet of Things.

The workshop program was further enriched by keynotes from both academia
and the industry. Niall Deehan from Camunda Services GmbH gave a talk about
Microservices with the title Common Pitfalls in Microservice Integration and how
to Avoid Them. Prof. Dr. Florian Tschorsch, TU Berlin, presented his research
on Distributed Security Infrastructures with the title The Dream of Anonymous
Data.

The workshop was generously sponsored by Camunda Services GmbH.

Potsdam, February 2020 Johannes Manner
Stephan Haarmann
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Auto-scaling Policies to Adapt the Application
Deployment in Kubernetes

Fabiana Rossi

Department of Civil Engineering and Computer Science Engineering
University of Rome Tor Vergata, Italy

f.rossi@ing.uniroma2.it

Abstract The ever increasing diffusion of computing devices enables a
new generation of containerized applications that operate in a distributed
cloud environment. Moreover, the dynamism of working conditions calls
for an elastic application deployment, which can adapt to changing work-
loads. Despite this, most of the existing orchestration tools, such as Ku-
bernetes, include best-effort threshold-based scaling policies whose tun-
ing could be cumbersome and application dependent. In this paper, we
compare the default threshold-based scaling policy of Kubernetes against
our model-based reinforcement learning policy. Our solution learns a
suitable scaling policy from the experience so to meet Quality of Ser-
vice requirements expressed in terms of average response time. Using
prototype-based experiments, we show the benefits and flexibility of our
reinforcement learning policy with respect to the default Kubernetes
scaling solution.

Keywords: Kubernetes · Elasticity · Reinforcement Learning · Self-
adaptive systems.

1 Introduction

Elasticity allows to adapt the application deployment at run-time in face of
changing working conditions (e.g., incoming workload) and to meet stringent
Quality of Service (QoS) requirements. Exploiting operating system level virtu-
alization, software containers allow to simplify the deployment and management
of applications, also offering a reduced computational overhead with respect to
virtual machines. The most popular container management system is Docker. It
allows to simplify the creation, distribution, and execution of applications inside
containers. Although the container management systems can be used to deploy
simple containers, managing a complex application (or multiple applications)
at run-time requires an orchestration tool. The latter automates container pro-
visioning, management, communication, and fault-tolerance. Although several
orchestration tools exist [5,8], Kubernetes1, an open-source platform introduced
by Google in 2014, is the most popular solution. Kubernetes includes a Horizontal

1 https://kubernetes.io
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Pod Autoscaler enabling to automatically scale the application deployment using
a threshold-based policy based on cluster-level metrics (i.e., CPU utilization).
However, this threshold-based scaling policy is not well suited to satisfy QoS
requirements of latency-sensitive applications. Determining a suitable threshold
is cumbersome, requiring to identify the relation between a system metric (i.e.,
utilization) and an application metric (i.e., response time), as well as to know the
application bottleneck (e.g., in terms of CPU or memory). In this paper, we com-
pare the default threshold-based scaling policy of Kubernetes against model-free
and model-based reinforcement learning policies [14]. Our model-based solution
automatically learns a suitable scaling policy from the experience so to meet
QoS requirements expressed in term of average response time. To perform such
comparison, we use our extension of Kubernetes, which includes a more flexible
autoscaler that can be easily equipped with new scaling policies. The remainder
of the paper is organized as follows. In Section 2, we discuss related works. In Sec-
tion 3, we describe the Kubernetes features. Then, we propose a reinforcement
learning-based scaling policy to adapt at run-time the deployment of container-
ized applications (Section 4). In Section 5, we evaluate the proposed solutions
using prototype-based experiments. We show the flexibility and efficacy of using
a reinforcement learning solution compared to the default Kubernetes scaling
policy. In Section 6, we outline the ongoing and future research directions.

2 Related Work

The elasticity of containers is carried out in order to achieve different objectives:
to improve application performance (e.g., [4]), load balancing and resource uti-
lization (e.g., [1,11]), energy efficiency (e.g., [3]), and to reduce the deployment
cost (e.g., [6,2]). Few works also consider a combination of deployment goals
(e.g., [18]). Threshold-based policies are the most popular approaches to scale
containers at run-time (e.g., [4,10]). Also the noteworthy orchestration tools (e.g.,
Kubernetes, Docker Swarm, Amazon ECS, and Apache Hadoop YARN) usually
rely on best-effort threshold-based scaling policies based on some cluster-level
metrics (e.g., CPU utilization). However, all these approaches require a non-
trivial manual tuning of the thresholds, which can also be application-dependent.
To overcome to this issue, solutions in literature propose container deployment
methods ranging from mathematical programming to machine learning solutions.
The mathematical programming approaches exploit methods from operational
research in order to solve the application deployment problem (e.g., [12,13,18]).
Since such a problem is NP-hard, other efficient solutions are needed. In the last
few years, reinforcement learning (RL) has become a widespread approach to
solve the application deployment problem at run-time. RL is a machine learning
technique by which an agent can learn how to make (scaling) decisions through a
sequence of interactions with the environment [15]. Most of the existing solutions
consider the classic model-free RL algorithms (e.g., [7,16,17]), which however suf-
fer from slow convergence rate. To tackle this issue, in [14], we propose a novel
model-based RL solution that exploits what is known (or can be estimated)
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about the system dynamics to adapt the application deployment at run-time.
Experimental results based on Docker Swarm have shown the flexibility of our
approach, which can learn different adaptation strategies according to the opti-
mized deployment objectives (e.g., meet QoS requirements in terms of average
response time). Moreover, we have shown that the model-based RL agent learns
a better adaptation policy than other model-free RL solutions. Encouraged by
the previous promising results, in this paper, we integrate the model-based RL
solution in Kubernetes, one of the most popular container orchestration tools
used in the academic and industrial world. Experimental results in [8] demon-
strate that Kubernetes performs better than other existing orchestration tools,
such as Docker Swarm, Apache Mesos, and Cattle. However, Kubernetes is not
suitable for managing latency-sensitive applications in a extremely dynamic en-
vironment. It is equipped with a static best-effort deployment policy that relies
on system-oriented metrics to scale applications in face of workload variations.
In this paper, we first extend Kubernetes to easily introduce self-adaptation
capabilities. Then, we integrate RL policies in Kubernetes and compare them
against the default Kubernetes auto-scaling solution.

3 Kubernetes

Kubernetes is an open-source orchestration platform that simplifies the deploy-
ment, management, and execution of containerized applications. Based on a
master-worker decentralization pattern, it can replicate containers for improv-
ing resource usage, load distribution, and fault-tolerance. The master node main-
tains the desired state at run-time by orchestrating applications (using pods). A
worker is a computing node that offers its computational capability to enable the
execution of pods in distributed manner. A pod is the smallest deployment unit
in Kubernetes. When multiple containers run within a pod, they are co-located
and scaled as an atomic entity. To simplify the deployment of applications, Ku-
bernetes introduces Deployment Controllers that can dynamically create and
destroy pods, so to ensure that the desired state (described in the deployment
file) is preserved at run-time. Kubernetes also includes a Horizontal Pod Au-
toscaler2 to automatically scale the number of pods in a Deployment based on
the ratio between the target value and the observed value of pod’s CPU utiliza-
tion. Setting the CPU utilization threshold is a cumbersome and error-prone task
and may require a knowledge of the application resource usage to be effective.

To address this limitation, we equip Kubernetes with a decentralized control
loop. In a single loop iteration, it monitors the environment and the container-
ized applications, analyzes application-level (i.e., response time) and cluster-level
(i.e., CPU utilization) metrics, and plans and executes the corresponding scal-
ing actions. The modularity of the control loop allows us to easily equip it with
different QoS-aware scaling policies. To dynamically adapt the application de-
ployment according to the workload variations, we consider RL policies.
2 https://kubernetes.io/docs/tasks/run-application/
horizontal-pod-autoscale/
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4 Reinforcement Learning Scaling Policy

Differently from the Kubernetes scaling policy, we aim to design a flexible so-
lution that can be easily customized by manually tuning various configuration
parameters. In this paper, we customize the RL solution proposed in [14] to
scale at run-time the number of application instances (i.e., pods). RL refers to
a collection of trial-and-error methods by which an agent must prefer actions
that it found to be effective in the past (exploitation). However, to discover such
actions, it has to explore new actions (exploration). In a single control loop iter-
ation, the RL agent selects the adaptation action to be performed. As first step,
according to the received application and cluster-oriented metrics, the RL agent
determines the Deployment Controller state and updates the expected long-term
cost (i.e., Q-function). We define the application state as s = (k, u), where k is
the number of application instances (i.e., pods), and u is the monitored CPU
utilization. We denote by S the set of all the application states. We assume that
k ∈ {1, 2, ...,Kmax}; being the CPU utilization (u) a real number, we discretize
it by defining that u ∈ {0, ū, ..., Lū}, where ū is a suitable quanta. For each state
s ∈ S, we define the set of possible adaptation actions as A(s) ⊆ {−1, 0, 1},
where ±1 defines a scaling action (i.e., +1 to scale-out and −1 to scale-in), and
0 is the do nothing decision. Obviously, not all the actions are available in any
application state, due to the upper and lower bounds on the number of pods per
application (i.e., Kmax and 1, respectively). Then, according to an action selec-
tion policy, the RL agent identifies the scaling action a to be performed in state s.
The execution of a in s leads to the transition in a new application state (i.e., s′)
and to the payment of an immediate cost. We define the immediate cost c(s, a, s′)
as the weighted sum of different terms, such as the performance penalty, cperf ,
resource cost, cres, and adaptation cost, cadp. We normalized them in the interval
[0, 1], where 0 represents the best value (no cost), 1 the worst value (highest
cost). Formally, we have: c(s, a, s′) = wperf · cperf +wres · cres +wadp · cadp, where
wadp, wperf and wres, wadp+wperf +wres = 1, are non negative weights that allow
us to express the relative importance of each cost term. We can observe that the
formulation of the immediate cost function c(s, a, s′) is general enough and can
be easily customized with other QoS requirements. The performance penalty is
paid whenever the average application response time exceeds the target value
Rmax. The resource cost is proportional to the number of application instances
(i.e., pods). The adaptation cost captures the cost introduced by Kubernetes
to perform a scaling operation. The traffic routing strategy used in Kubernetes
forwards the application requests to the newly added pod, even if not all con-
tainers in the pod are already running. We observe that, for this reason, we
prefer horizontal scaling to vertical scaling operations. When a vertical scaling
changes a pod configuration (e.g., to update its CPU limit), Kubernetes spawns
new pods as a replacement of those with the old configuration. In this phase, the
application availability decreases and only a subset of the incoming requests are
processed. Conversely, a scale-out action introduces a reduced adaptation cost
inversely proportional to the number of application instances.
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The received immediate cost contributes to update the Q-function. The Q-
function consists in Q(s, a) terms, which represent the expected long-term cost
that follows the execution of action a in state s. The existing RL policies differ
in how they update the Q-function and select the adaptation action to be per-
formed (i.e., action selection policy) [15]. To adapt the application deployment,
we consider a model-based solution which we have extensively evaluated in [14].
At any decision step, the proposed model-based RL solution does not use an ac-
tion selection policy (e.g., ε-greedy action selection policy) but it always selects
the best action in term of Q-values, i.e., a = arg mina′∈A(s)Q(s, a′). Moreover,
to update the Q-function, the simple weighted average of the traditional RL
solutions (e.g., Q-learning) is replaced by the Bellman equation [15]:

Q(s, a) =
∑
s′∈S

p(s′|s, a)
[
c(s, a, s′) + γ min

a′∈A
Q(s′, a′)

]
∀s∈S,

∀a∈A(s) (1)

where γ ∈ [0, 1) is the discount factor, p(s′|s, a) and c(s, a, s′) are, respectively,
the transition probabilities and the cost function ∀s, s′ ∈ S and a ∈ A(s). Thanks
to the experience, the proposed model-based solution is able to maintain an
empirical model of the unknown external system dynamics (i.e., p(s′|s, a) and
c(s, a, s′)) speeding-up the learning phase. Further details on our model-based
RL solution can be found in [14].

5 Results

We show the self-adaptation capabilities of Kubernetes when equipped with
model-free and model-based RL policies as well as the default threshold-based
solution (by the Horizontal Pod Autoscaler). The RL solutions scale pods using
user-oriented QoS attributes (i.e., response time), whereas the Horizontal Pod
Autoscaler uses a best-effort threshold-based policy based on cluster-level met-
rics (i.e., CPU utilization). The evaluation uses a cluster of 4 virtual machines
of the Google Cloud Platform; each virtual machine has 2 vCPUs and 7.5 GB
of RAM (type: n1-standard-2). We consider a reference CPU-intensive applica-
tion that computes the sum of the first n elements of the Fibonacci sequence.
As shown in Figure 1, the application receives a varying number of requests. It
follows the workload of a real distributed application [9], accordingly amplified
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Figure 1: Workload used for the reference application.
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(a) Threshold at 60% of CPU utilization.
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(b) Threshold at 70% of CPU utilization.
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(c) Threshold at 80% of CPU utilization.

Figure 2: Application performance using Horizontal Pod Autoscaler.

and accelerated so to further stress the application resource requirements. The
application expresses the QoS in terms of target response time Rmax = 80 ms.
To meet Rmax, it is important to accordingly adapt the number of application
instances. The Kubernetes autoscaler executes a control loop every 3 minutes.
To learn an adaptation policy, we parameterize the model-based RL algorithm
as in our previous work [14]. For sake of comparison, we consider also the model-
free Q-learning approach that chooses a scaling action according to the ε-greedy
selection policy: at any decision step, the Q-learning agent chooses, with prob-
ability ε, a random action, whereas, with probability 1 − ε, it chooses the best
known action. For Q-learning, we set ε to 10%. To discretize the application
state, we use Kmax = 10 and ū = 0.1. For the immediate cost function, we
consider the set of weights wperf = 0.90, wres = 0.09, wadp = 0.01. This weight
configuration allows to optimize the application response time, considered to be
more important than saving resources and reducing the adaptation costs.

The default Kubernetes threshold-based scaling policy is application unaware
and not flexible, meaning that it is not easy to satisfy QoS requirements of
latency-sensitive applications by setting a threshold on CPU utilization (see
Figures 2a–2c). From Table 1, we can observe that small changes in the thresh-
old setting lead to a significant performance deterioration. Setting the scaling
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(a) Q-learning.
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(b) Model-based RL.

Figure 3: Application performance using RL policies.

Table 1: Application performance under the different scaling policies.
Elasticity Rmax violations Average CPU Average number Median of Response Adaptations
Policy (%) utilization (%) of pods time (ms) (%)

Model-based 14.40 48.51 3.75 16.38 56.00

Q-learning 64.0 76.94 2.90 201.71 65.6

HPA thr = 60 9.20 50.81 3.54 16.11 6.38

HPA thr = 70 21.43 54.43 3.14 34.61 10.96

HPA thr = 80 40.12 63.70 3.18 37.54 12.89

threshold is cumbersome, e.g., with threshold on 80% of CPU utilization, we
obtain a rather high number of Rmax violations. With the scaling threshold at
70% of CPU utilization, the application violates Rmax 21% of time, with 54% of
average CPU utilization. With the scaling threshold at 60% of CPU utilization,
the application has better performance (Rmax is exceeded only 9% of time), even
though we might still perform a finer threshold tuning to further increase it.

Conversely, the RL approach is general and more flexible, requiring only to
specify the desired deployment objectives. It allows to indicate what the user
aims to obtain (through the cost function weights), instead of how it should
be obtained. In particular, a RL learning agent learns the scaling policy in an
automatic manner. Figures 3a and 3b show the application performance when
the model-free and model-based RL solutions are used. The RL agent starts
with no knowledge on the adaptation policy, so it begins to explore the cost of
each adaptation action. When Q-learning is used, the RL agent slowly learns
how to adapt the application deployment. As we can see from Figure 3a and
Table 1, the application deployment is continuously updated (i.e., 66% of the
time) and the RL agent does not learn a good adaptation policy within the
experiment duration. As a consequence, the application response time exceeds
Rmax most of the time. Taking advantage of the system knowledge, the model-
based solution has a very different behavior: it obtains better performance and
more quickly reacts to workload variations. We can see that, in the first minutes

Auto-scaling Policies to Adapt the Application Deployment in Kubernetes 7



of the experiment, the model-based solution does not always respect the target
application response time. However, as soon as a suitable adaptation policy is
learned, the model-based RL solution can successfully scale the application and
meet the application response time requirement most of the time. The learned
adaptation policy deploys a number of pods that follows the application workload
(see Figures 1 and 3b), maintaining a reduced number of Rmax violations (14.4%)
and a good average resource utilization (49%).

We should observe that, even though a fine grained threshold tuning can
be performed (thus improving performance of the default Kubernetes scaling
policy), the RL-based approach automatically learns a suitable and satisfying
adaptation strategy. Moreover, changing the cost function weights, the RL solu-
tion can easily learn different scaling policies, e.g., to improve resource utilization
or to reduce deployment adaptations [14].

6 Conclusion

Kubernetes is one of the most popular orchestration tools to manage contain-
ers in a distributed environment. To react to workload variations, it includes
a threshold-based scaling policy that changes the application deployment ac-
cording to cluster-level metrics. However, this approach is not well-suited to
meet stringent QoS requirements. In this paper, we compare model-free and
model-based RL scaling policies against the default threshold-based solution.
The prototype-based results have shown the flexibility and benefits of RL solu-
tions: while the model-free Q-learning suffers from slow convergence time, the
model-based approach can successfully learn the best adaptation policy, accord-
ing to the user-defined deployment goals.

As future work, we plan to investigate the deployment of applications in geo-
distributed environment, including edge/fog computing resources located at the
network edges. The default Kubernetes scheduler spreads containers on comput-
ing resources not taking into account the not-negligible network delay among
them. This can negatively impact the performance of latency-sensitive applica-
tions. Therefore, alongside the elasticity problem, also the placement problem (or
scheduling problem) should be efficiently solved at run-time. We want to extend
the proposed heuristic so to efficiently control the scaling and placement of multi-
component applications (e.g., micro-services). When an application consists of
multiple components that cooperate to accomplish a common task, adapting
the deployment of a component impacts on performance of the other compo-
nents. We are interested in considering the application as a whole, so to develop
policies that can adapt, in proactive manner, the deployment of inter-connected
components, avoiding performance penalties.
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Abstract. Business process management (BPM) enables organizations

to model and analyze their business processes, for example, with the

help of the Business Process Model and Notation (BPMN). Concerning

knowledge-intensive and flexible processes, recent research identified a

gap between implemented processes and modeled ones. To close this gap,

several approaches have been developed. One of them is fragment-based

case management (fCM). However, these approaches share a data-centric

view on processes. This work presents an approach to enrich process

fragments with organizational aspects. For this purpose, a meta-model

that describes the utilization of process participants in fragment-based

case management will be introduced. Further, it will be demonstrated

how to apply the approach to BPMN models to derive organizational

aware process fragments.

Keywords: Business Process Management · Fragment-based Case Man-

agement · Roles.

1 Introduction

As an interdisciplinary research field between computer science and business

administration, business process management (BPM) enables organizations to

design, administrate, configure, and analyze their processes [17]. Since the outcome

of most business processes is the result of the execution of subsequent activities,

BPM provides methods to analyze and to understand the relationships between

them [17]. One way to represent these relations and interactions are process

models using the Business Process Model and Notation (BPMN) standard. Among

others, BPMN provides basic elements to model activities, events, and control-

flow. Further, BPMN aims to close the gap between process modeling and

implementation [14]. Because of this, process models can also be executed using

process engines.

Lately, BPM has been applied in many different enterprises and industries.

However, it became clear that there exists a gap between some real-life business

processes and initially modeled ones. Many processes require a certain amount

of flexibility and are limited by traditional workflow management systems [3].

Especially knowledge-intensive processes are affected by this, like treatment

processes in healthcare. Those processes are rather unstructured compared to e.g.,
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a production process [6]. To better support knowledge-intensive processes, a new

paradigm was introduced, namely case handling or also called case management

[3, 11]. Based on this, other concepts like artifact centric models, Guard Stage
Milestone models (GSM), Adaptive Case Management (ACM), and Production
Case Management (PCM) were developed [5, 10, 12, 13].

These approaches have in common that they especially focus on the data

perspective. The states of data-objects indicate the state of a case and enable

knowledge-workers to make decisions about future steps in a case. However, none

of the approaches explicitly incorporate organizational perspectives, like roles.

In this paper, we will present a meta-model for process fragments, which can be

used in fragment-based Case Management (fCM), a specification of PCM. Besides

data objects, the model considers the organizational perspective of business

processes. Since knowledge-workers play an essential role in such processes, we

aim to provide a way to explicitly include them in the modeling process as well

as the relations between them. Further, we will demonstrate how a standard

BPMN model can be transformed into role-specific fragments.

The remainder of this paper is organized as follows. In section 2, we introduce

a running example, followed by related work in section 3. Section 4 presents a

meta-model to formally describe the usage of roles in process fragments and a

demonstration of deriving fragments from BPMN models based on it. Results,

limitations, and future work are discussed in section 5.

2 Running Example

Figure 1 depicts a sample BPMN process model. The model shows a simplified

treatment process of patients visiting the cardiology ward of a hospital. While

the patient is only modeled implicit via the activity labels, the model consists

of three lanes: nurse, physician, and both. While the BPMN standard does not

specify the usage of lanes [14], they are commonly used to assign activities to a

specific resource, in this example, roles.

Whenever a new patient enters the ward, a new process instance will be

instantiated. First, a nurse admits the patient, collects her medical history and

updates the patient’s record. Next, a blood sample is drawn from the patient.

This can either be done by the nurse or the physician, depending on who is

available. After that, both have to examine the patient together, followed by an

activity to prescribe a treatment by the physician. Before the process ends, the

nurse releases the patient and updates the patient’s record concurrently.

While executing activities, data objects will be read and written. Changes to

them are indicated by changes in the data objects’ state, e.g., after the patient

has been admitted the state of the Patient data object changes from init to

admitted. The state-space of each data object is defined by its lifecycle, which

is not part of the process model (see [11] for details). While data objects are

bound to specific process instances, they do not only persist information during

its lifetime but also define InputSets and OutputSets of activities. Those sets can

be seen as preconditions and postconditions of the respective activities. In other
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Fig. 1. Sample process that depicts the treatment process of patients in a cardiology

department of a hospital. Indicated by the lanes, participants of two roles are involved.

However, one activity requires participants of both roles to be executed.

words, an activity can be control-flow enabled, but not data-flow enabled. This

is the case if not all data objects in its InputSet are in the required state [11].

Even if the presented example depicts a simple process, and therefore the

use of fCM is limited, our findings can be applied to more complex models. We

will use the example to illustrate how to derive process fragments for business

processes based on roles according to the meta-model, described in section 4. For

the remainder, we lift the assumption, that only explicitly modeled roles, like

lanes in process models, will be considered.

3 Related Work

As described in the previous section, traditional process management approaches

are limited in their capability to support knowledge-intensive processes. To

overcome these limitations, several approaches have been proposed in the past.

As one of the first approaches case handling has been developed [3]. This ap-

proach not only focuses on the order of activities but mainly on data-objects. Since

then, several other ideas were introduced. Business artifact centric approaches

focus on the life-cycles of business objects to describe the context and structure

of processes [13]. GSM follows another data-driven approach using guards, stages,

and milestones to structure processes [5]. With the Case Management Model and
Notation (CMMN), a new modeling standard has been introduced to support case

management [15]. Process fragments were introduced by PCM to model small

parts of a process to maintain a certain degree of the structure without limiting

its flexibility too much [4, 11, 12]. Lastly, ACM aims to enable knowledge-worker

to adopt processes at run-time[10].
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In their literature review, Hauder et al. identify several research questions for

ACM[8], where some can also be applied to the previously presented approaches.

According to their work, successful case management requires collaborations

between different roles and clear rules for interactions [9, 16]. Further, the

authors understand roles as a powerful tool to restrict data access and to ensure

data privacy [8]. One approach to model communication and interactions in

business processes is the Design & Engineering Methodology for Organizations
(DEMO) [7]. Other approaches are data-driven and based on historical process

data. They aim to model social networks from recorded process data. Those

networks visualize interactions between process participants and roles [1, 2].

4 Organizational Perspective on Process Fragments

To provide a formal basis, to discuss the usage of roles in fCM, we introduce a meta-

model for process fragments in the following. Further, we show an application of

the approach to derive fragments from BPMN process models.

4.1 Meta-Model

The meta-model, depicted in Figure 2, is based on the definition of process

models, presented in [17]. Process Fragment is the central class of the meta-model.

A fragment consists of Edges, Nodes, Data Objects, and Roles, where each edge

connects exactly two nodes. However, nodes can be connected to multiple edges.

Therefore edges express the control-flow relationship between nodes.

Process Fragment

 

 

Edge

 

 

Node

 

 

Data Object

 

 

Role

 

 

1 .. * 1 .. *

1 .. *1 .. *

1

0 .. *

1 .. * 0 .. *

Activity

 

 

Event

 

 

Gateway

 

 

1 .. * 2

0 ..*
1

0 ..*
1

-exclusive

-to

-complementary

-to

Fig. 2. Meta-model for process fragments

Further, a Node can be an Activity, an Event, or a Gateway. In difference

to the process meta-model, a fragment can consist of a single activity. Since

fragments must not have empty start events, a fragment is considered as enabled
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if all preconditions of the first activity are fulfilled, in other words, as soon as it

is dataflow-enabled [11].

Data Objects play an essential role in fCM and are therefore included in the

meta-model. Multiple data objects can be associated with a set of nodes. However,

not every node has to be associated with a data object. Thus, a fragment does

not require data objects at all. While this seems to contradict the purpose of fCM,

it allows the process modeler, to design process fragments, which are enabled at

any time during the execution of an instance, like escalating the case to a higher

level, e.g. a manager.

Lastly, each process fragment is associated with at least one Role. Only

participants, who belong to the associated roles are able to execute instances of

the fragment. However, multiple roles can be associated with the same fragment.

In this case, roles can be either mutual exclusive to each other or complementary.

In the first case, only participants of one role can be involved during run-time,

while in the second case, participants of all roles have to participate in its

execution.

4.2 Application

The first step to derive fragments is to split the process model horizontally based

on each lane. As a result, activities in one lane will be disconnected whenever a

handover between two lanes takes place. Those disconnected activity sequences

are fragment candidates. However, fragments have to satisfy two conditions (i)
be free of open (X)OR-Joins/Splits, and (ii) no shared activities with any other

fragment. A join or split will be considered as open if its respective counterpart

is not part of the same fragment.

In order to satisfy the first condition, the control-flow of a candidate will be

cut before or after one of the respective gateways. In our running example, this is

the case for the activity draw blood in the upper lane.This activity also violates

the second condition, as it is part of an other fragment, that belongs to the

Physician. After all fragment candidates satisfy the first condition, they have to

be checked for shared activities. Depending on the control-flow structure, shared

activities need to be handled differently. In the simplest case, a shared activity

A is part of a sequence, without any exclusive and parallel gateways. In this

case, the sequence is split into two or three fragments, depending on the position

of A. If A belongs to a branch after an AND-Split, three scenarios, depending

on the total number of branches and on the number of branches A belongs to,

are possible. Given two branches, where A only belongs to one of them, a new

fragment is created for the branch, that contains activity A. The other branch

will be preserved as a sequence of the original fragment. If more branches exist

and A still belongs to only one branch, only the effected branch needs to be

removed, and a new fragment will be created. If activity A is part of multiple

branches, a new fragment for each of them will be created. Depending on the

number of not effected branches, the split can be preserved or not. Independent

of the applicable scenario, all newly created fragments might need to be split

up further in order to satisfy the second condition. Also, in order to keep the
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semantic of the AND-join, its conditions need to be reflected in the data-flow.

Regarding the running example, the activity update patient data occurs in two

fragments, and the first described scenario applies. Since the control-flow is only

split into two concurrent branches, both will be transformed into a fragment.

Further, if activity A is part of an XOR/OR-Split, the following steps need

to be performed. All branches that contain A will be removed, and for each,

a new fragment will be created. If at least one branch does not contain A, a

new edge from the split node, to the join node will be inserted. Again, all newly

created fragments might need to be split up further in order to satisfy the second

condition. After all fragments have been derived and comply with both conditions,

the corresponding roles will be associated with the fragments. Since multiple

roles can be associated with one fragment, logical expressions are used to express

the relations between them. Roles, which are mutually exclusive to each other,

are joined by the ∨ operator, while complimentary roles are connected using the

∧ expression. Fragments that share the same set of roles, including the same

relations, are grouped as a collection.

Figure 3 depicts six fragments that are derived from the process model

presented in section 1. The graphical presentation of the fragments is loosely

based on the BPMN standard. Single fragments are modeled using core BPMN

elements, like activities, gateways, and events. The fragments are grouped based

on their associated role, which is located in the upper left corner. If one collection

is associated with multiple roles, all are listed, including their relation operator.
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Fig. 3. Six fragments, derived from the BPMN model presented in section 1. The

fragments are organized in collections according to their associated roles and their

relations.
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5 Discussion and Future Work

In this paper, we introduced a novel approach on how to integrate roles into

process fragments to support fCM at design time. We presented a meta-model to

define the components and provided a brief example of how to derive process

fragments based on an existing process model.

Following this approach, adding new roles to an existing business process

can easily be done by introducing a new collection of fragments or by adding

role identifiers to existing ones, instead of editing a whole process model. Since

fragments are organized in role-specific collections, it is also easier to remove

them from the process. The compact representation provides a good overview

in which parts of the process a role is involved and, therefore, where deadlocks

or other inconsistencies may occur. This also goes along with better privacy

protection, since fragments clearly show interactions between roles and data

objects. In difference to BPMN, this approach provides a clear semantic of the

relationships between roles. While in BPMN the behavior of, shared lanes or

grouped activities, is not ultimately defined [14].

Like in BPMN, our approach does not specify any resource allocation method.

Hence it would be possible that different participants of the same role are involved

in different activities of the same fragment instance. Further, deriving process

fragments from BPMN models can be challenging, regarding the semantic of the

original control-flow. While the concurrent execution of multiple activities can be

easily modeled using the respective BPMN elements, this is more complex with

concurrent process fragments. The existing join condition has to be projected on

the data-flow, using dedicated input sets of the subsequent fragments.

In this paper, we investigated a model-driven perspective to derive process

fragments. In future work, we will explore a data-driven method based on event

logs. Further, we will evaluate our approach based on real-life event logs concerning

usability and interpretability.
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Abstract. During the last decade the manufacturing industry focused
on the realization of industry 4.0 aspects. Besides the implementation of
new technologies, existing software structures also need to be reviewed
and adapted in this context. To stay competitive in the global market, es-
pecially small and medium-sized companies need to emphasize on better
cooperation with other organizations. This leads to the implementation
of cross-organizational distributed software system structures. The de-
velopment of distributed systems faces different challenges – technical
and code-centric as well as social challenges. This paper focuses on the
social challenges that appear in distributed development processes. Af-
ter defining the main challenges, the paper introduces a development
approach that is based on the integration of a Federated Management
System (FMS). FMS is a technical approach to minimize social chal-
lenges by the generation of system transparency and the provision of a
platform for communication and interaction. It facilitates a distributed
system development of cross-organizational event-based systems.

Keywords: Software Development · Distributed Systems · Event-Driven
Systems · Wiki-Based System Management.

1 Introduction

The manufacturing industry is subject to current trends in the market, such as
increasing product variety, custom and individual fabrication, as well as reducing
production and delivery times [4, 12, 13]. Due to these trends, the manufacturing
industry started to adapt traditional structures of their manufacturing in order
to implement the ideas of Industry 4.0.

Most of the Industry 4.0 approaches are based on comprehensive data ac-
quisition and usage. By now, data is captured by several different devices and
systems. It needs to be collected and stored in order to process it for further pur-
poses. To support the manufacturing industry in its current challenges, several
research projects, e.g., [5–7, 10, 15], were started to develop system architectures
that enable comprehensive data acquisition and usage in the manufacturing en-
vironment. Since research emphasizes that especially small and medium-sized
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enterprises (SME) may increase their competitiveness through improvement of
cooperation with federated companies (suppliers, purchasers, and subcontrac-
tors) [11], research projects started to consider an inter-organizational data ex-
change in their developed systems [5, 7, 10].

By analyzing the outcome of these researches, it is noticeable that all devel-
oped architectures show distributed system structures. Which means that parts
of the systems are separated but work together like a single system.

Mishra & Tripathi [8] categorize distributed systems into systems where:
a) only software and hardware are distributed, b) users are distributed and c)
both – users, hardware and software are distributed. Since software develop-
ment strategies changed from a fixed group of developers towards an open and
community-based development, like in open source software projects, systems
can also have distributed developers. Hence, the distributed system schema of
Mishra & Tripathi can be enhanced by the category of distributed developers,
as displayed in Figure 1.

Distributed System

Distributed Software
& Hardware

Distributed Users
Distributed
Developers

Fig. 1. Distributed Systems

Considering the schema that is displayed in Figure 1, a distributed system
may belong to one up to three of the displayed categories. Each category impli-
cates specific challenges that need to be considered [2, 3, 8].

Effective collaborations within distributed systems require adequate tech-
nical solutions. But especially for systems that have distributed users and/or
developers, an adoption of good organizational practices and development pro-
cesses is also necessary [3]. In this paper we do not focus on the technical and
code-centric perspective of distributed system development, instead we are fo-
cusing on the social part of the development process and how to address it with
technical solutions.

2 State of the Art

The integration of system users and developers with different knowledge in the
development phase of a software is not a new aspect. All agile methods already
implemented this aspect to enhance the field of knowledge and to get feedback
early in the development phase [3]. In most agile software projects the partici-
pating developers are known. Therefore, it is easier to manage the cooperation
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between them. Software projects that are developed by distributed developers,
e.g., via an open platform like GitHub, show the problem that system users and
developers are unknown. This complicates the coordination and cooperation.

Allaho & Lee [1] analyzed software projects on GitHub in their research. They
recognized that project documentation is very important to help developers to
understand the project. It helps to create transparency of the project structure
and behavior.

Transparency is a very important aspect, also for Carbot et al. [3]. They
analyzed open source projects and occurring problems in their work and deter-
mined that most of the projects and its leadership miss transparency for the
contributors. Furthermore, they recognized that most projects hardly ever fol-
low any kind of democratic practices, which makes it difficult for contributors
to influence the development of the project. During their research, Carbot et al.
found out that many projects are only developed by a few members. It seems to
be difficult to motivate others to contribute.

Promoting contribution not only refers to system developers, it also includes
system users. Wikipedia is probably the most known example. There, a high
amount of system users are motivated to contribute to the system [14]. Wikipedia
provides a framework that makes it easy to contribute to the system even if the
user is not a software developer. The principle of a wiki-based platform for com-
munication and coordination of software projects was already implemented in
different tools that support agile software development projects. It is a conve-
nient method to exchange information between participants.

The importance of a medium for communication between system developers
was also addressed in the work of Müller [9]. He pointed out that communica-
tion supports collaboration within a system’s environment and motivates new
contributors to get into the community.

3 Social Challenges in Distributed System Development

Based on the observations that were made, the social challenges in distributed
software project can be summarized as:

C1 how to provide transparency (motivated by [1, 3, 14]),
C2 how to attract and support new contributors (mot. by [3, 9, 14]) and
C3 how to optimize collaborations (mot. by [3, 9]).

Transparency (C1) needs to be established in the entire distributed system.
That means, architectural aspects (relating the hardware and software) need to
be transparent as well as system contributions from users (e.g., feedback) or
developers (e.g., system extensions). System transparency helps to understand
the systems structure and behavior. Hence, it can be seen as the main social
challenge in distributed systems.

System contributions (C2) are very important as they expand and improve
the system. System transparency helps to minimize entry barriers for new con-
tributors. Furthermore, the knowledge about a system’s functional and opera-
tional range may inspire people to contribute new extensions and improvements.
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The optimization of collaborations (C3) is important to maintain efficiency
in system development and system operation. The system, or its environment,
should provide a possibility (e.g., a tool) for users and developers to manage and
optimize their collaborations.

4 Context and Assumptions

This section provides an overview of the context and the assumptions under
which the development strategy, presented in the following section, was devel-
oped.

Since processes in the manufacturing industry are mostly triggered by occurring
events (e.g., start and finish of tasks, error announcements, attainment of states,
such as temperatures) it is assumed to have a system that has an event-driven
architecture: information is published to a broker that routes it to subscribing
services.

To support collaborations among small and medium-sized companies, an
inter-organizational system usage should be supported by the system. That may
enable companies to integrate machines and devices to the system and share
information with a federated group of organizations.

Furthermore, the system should enable decentralized system development,
where system components are developed by autonomous groups of software de-
velopers. They may develop new system components (services) that can be added
to the system.

In order to develop a strategy that supports the development of such systems,
in summary, we assume that:

– the system shows a distributed system structure in all categories (software
& hardware, users, and developers)

– the system is based on an event-based approach (publish-subscribe pattern)
– the system is situated and developed in a trusted domain (no security con-

siderations)
– the system will be developed in an agile manner (continuous system devel-

opment and enhancement)

5 The Federated Development Strategy

To support the development of cross-organizational event-based systems, we de-
veloped a federated system development strategy that helps to handle the social
challenges as they were stated in Section 3. To manage the challenges we devel-
oped an architecture of a Federated Management System (FMS) that needs to
be integrated to the systems architecture.

Figure 2 displays an architectural sketch of our federated development strat-
egy for cross-organizational event-based systems. In the upper part, the figure

Managing Social Challenges 21



displays a system architecture that exchanges event messages between two com-
panies via a broker (the assumed system situation). In this situation, social
challenges appear because of the distributed system usage.

Federated
Management System (FMS)

Broker

Company A

ServiceDeveloper

Company B

Service Developer

message
exchange

Federated Message Archive
(FMA) Event-

DB

GUI

access
to

system
information

social
challengesE E

Fig. 2. Federated Management System

The lower part of the figure shows the FMS that needs to be integrated.
It consists of a Federated Message Archive (FMA) component that includes an
event-database and a graphical user interface (GUI). The FMA component is
connected to the systems broker. Whereas other services only listen to specific
events, the FMA subscribes to all messages that might be posted in the sys-
tem. Consequently, the broker forwards all messages to the FMA which stores
them in the event-database. In doing so, the FMA collects several information
about posted events, such as message type, message type’s publishing frequency,
message content and more.

The GUI of the FMS, see Figure 3, provides access to the information in the
FMA. It is the operative component that uncovers system information to users
and enables transparency in the system environment. As displayed in Figure 3,
a user may search for specific information that is shared via the system, e.g.,
information related to orders. Hence, the system displays a list of messages that
are related to the search term. In this example the user can see that there exist
more than one message type that is related to orders: topic ’order/new ’ and
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Fig. 3. Screenshot of an FMS GUI Prototype

topic ’order/accepted ’. Furthermore, the user can explore the messages content,
e.g., the single attributes, in order to get the information he or she is locking
for.

By searching for a specific message topic, the user can obtain further in-
formation about a specific message type. After forwarding a search query of a
message topic to the FMA, all collected messages of the specific message type
are compared and analyzed by the FMA component. Findings are formatted
and sent to the GUI were they are displayed to the user. Hence, the user can
obtain specific information about a message type, such as the frequency in which
it is used or specific information about attributes that are held in the message
content (e.g., range of attributes values or most common value).

The GUI of the FMA can be accessed by every developer that belongs to the
trusted group of organizations in which the system is implemented (see Figure 1).
This ensures a high degree of transparency within the whole system community
(C1).

New developers that are interested in system contribution and join the cross-
organizational system environment get access to the FMS. Due to transparency
that is provided by the FMS, new system developers are able to get to know
the systems structure and behavior. By analyzing events that were stored in the
FMS, new developers can learn how messages are structured and how they can
be subscribed in order to use their information for further purposes.

Besides the provision of system information, the FMS furthermore provides
a wiki-based area where system developers are able exchange information. By
this, system users get the opportunity to ask for special services and for system
extensions within the system community. Concrete demands on system exten-
sions may animate developers to contribute to the system (C2). Especially for
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new contributors it might be easier and more motivating to start contribution
on a concrete task.

The wiki-based area of the FMS supports communication among the sys-
tem participants. This is very important to optimize collaborations (C3). The
wiki-based area may not only be used for placing demands, but also for coor-
dinating contributions. Developers can quote on which functionality they are
currently working and several developers are able to coordinate their collective
work via, e.g., Kanban boards. Furthermore, new developers can ask for help
within the community and senior system developers may share their knowledge
and experiences.

6 Conclusion and Future Work

In this paper we presented an approach to handle social challenges in cross-
organizational event-based systems. First, we presented a classification model
of distributed systems which shows that distributed systems can be categorized
into three categories: hardware & software distributed systems, as well as users
distributed and developers distributed. Depending on their category of distribu-
tion, distributed systems face different challenges. Systems that have distributed
users and/or developers have to handle not only technical and code-centric is-
sues, but also social challenges. In this paper, we focused on social challenges
and summarized them as follows: 1) provision of transparency, 2) attraction and
support of new developers and 3) optimization of system collaborations. Finally,
we presented FMS and how this system approach that can be used to mitigate
social challenges in distributed systems.

In the future work it is planned to evaluate FMS in real system environ-
ments. To enable such evaluation, cross-organizational event-based systems will
be implemented in the manufacturing environment and system developers will
be asked to enhance the system by components that supports the manufacturing
process. The evaluation of FMS’s usability will be done in user studies that will
be undertaken with the developers of the involved companies. There will be a
mixture of developers with more and less experiences to establish the different
needs and requirements to the FMS. Based on the evaluations outcome, FMS
will be further adapted and improved.
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Abstract. We present our efforts in creating and analyzing a corpus of
BPMN process models by mining software repositories. Systematically
searching for BPMN artifacts in 6,163,217 repositories or 10% of all
repositories hosted on GitHub.com, at the time of conducting our research,
resulted in a diverse corpus of 8,904 BPMN 2.0 process models.

1 Introduction

Within the last years, an increasing number of software projects have shifted
towards using platforms such as GitHub.com for their software development. Using
these platforms as a source of data for empirical research allows for addressing a
wide range of questions on the practice of software development and receives more
and more attention, as indicated by the popularity of the flagship conference on
the topic: International Conference on Mining Software Repositories (MSR)1.

Research in the domain of business process modeling can as well benefit from
such a data-driven approach. Due to characteristics of the domain, i.e., “process
equals product”, there is a lack of larger and commonly available datasets with real-
world process models, which hinders empirical research in this area [5,6,8]. Mining
software repositories, i.e., systematically retrieving, processing and analyzing
process models from software repositories hosted on platforms such as GitHub.com,
can help to overcome this lack. For example, research questions on how a language
such as the Business Process Model and Notation (BPMN) [1] is used in practice
can be addressed, in order to differentiate between the frequently and the rarely
used parts of the language, thus advancing language and tool development.
Analyzing modeling styles furthermore allows for investigating best practices
and guidelines to help process designers. Eventually, best practices and tools as
proposed by academic research or industry can be validated more realistically [7].

In this paper, we present our approach for mining software repositories on
GitHub.com to create and analyze a corpus of BPMN process models. Due to
the sheer number of repositories on GitHub.com and time constraints, we limited
our approach to a randomly selected subset of 6,163,217 repositories or 10% of
all software repositories on GitHub.com at the time of conducting the research.
As a result, we were able to identify and analyze 8,904 distinct process models
which are defined using BPMN 2.0’s XML-based serialization format.
1 http://www.msrconf.org
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Fig. 1. Schematic illustration of the mining pipeline.

2 Related Work

The Lindholmen dataset has been an inspiration for this paper [2,7]. In Hebig et
al. [2], the authors describe their approach to mine GitHub.com for UML models
and report on gained insights. The dataset is considerably larger than our corpus,
counting 93,596 models [7]. UML though is a family of general-purpose modeling
languages while BPMN is one domain-specific modeling language. We are not
aware of other work, which mines software repositories for BPMN models.

There have also been community efforts to create model collections [4]. The
BPM Academic Initiative provides a platform to create and share business process
models for academic teaching [5]. According to Ho-Quang et al. [4], the recent
number of models is 29,285, but data collection has discontinued and the focus is
on conceptual models as most models originate from students. Another initiative
is the BenchFlow project, where business process models were collected from
industrial partners. The authors claim to have collected 8,363 models, with a
share of 64% of BPMN [8]. Unfortunately, the collection is not publicly available.

3 Mining BPMN on GitHub.com

Mining software repositories is a data mining task, consisting of steps of defining
a research objective, selecting and extracting appropriate data, preprocessing
and data cleansing, data analysis, and finally interpreting the analysis results.

In the first step of our implemented data mining pipeline, compare with
Fig. 1, we got a list of all software repositories on GitHub.com by querying a
local instance of the GHTorrent2 database. We then randomly selected a subset
of 6,163,217 non-forked repositories. All 6,163,217 repositories were examined
for potential BPMN artifacts using the GitHub API 3 in the second step. To this
end, the default branch and its file structure were queried for each repository.
Potential BPMN artifacts were then identified based on their file name and file
extension. Among the analyzed repositories, we found 1,251 repositories, with at
least one potential BPMN artifact and overall 21,306 artifacts. We downloaded
the identified repositories and artifacts. In the third step, since the artifacts
2 http://ghtorrent.org/
3 https://developer.github.com/v3
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included a wide range of file formats, we filtered for BPMN 2.0’s XML-based
serialization format, which lowered the number of artifacts to 16,907. Additionally
removing duplicates, yielded the corpus of 8,904 distinct BPMN 2.0 models. All
the BPMN artifacts were finally subject to a preliminary analysis in the fourth
step. Information on the corpus and analysis outcomes are available online [3]4.

4 Preliminary Analysis

In our preliminary analysis, we were mainly interested in the diversity of the found
BPMN artifacts. We here sketch some of the results. Looking at the artifacts’ age,
more than each third was modified in the last year at the time of conducting our
research. We though also found artifacts older than 8 years. Using the locations
of contributors allowed us to reason on the artifacts’ geographical origin, where
China, USA, and Germany played prominent roles. The corpus spans a range of
different model sizes. While half of the processes are smaller than 20 nodes, we
identified 57 models with more than 1,000 nodes. We were also able to confirm
the finding in [2], that models play a rather static role in software repositories.
Up to three quarter of all the BPMN artifacts were never updated at all.

We think that our corpus of BPMN models provides a starting point for un-
derstanding more about the practice of BPMN. In future work, besides increasing
the coverage of analyzed repositories, we want to research on questions about
BPMN’s use on GitHub.com, e.g., what are frequently and rarely used constructs
or are there certain characteristics that can be used to predict modeling errors [5].
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Abstract. For the successful and efficient execution of business processes,

resources are essential. However, it is difficult to predict or plan executions

appropriately, as the behaviour of resources, especially human workers,

highly varies depending on the individual and the context. Although there

are several metrics to describe resource behaviour in research, the reasons

for their behaviour and the influence of the environment, like the workload,

have been less explored. Extracting resource-related metrics from event

logs and analysing them for possible relationships opens the opportunity

to understand resource behaviour and improve working conditions. In this

work, a framework for analysing correlations between resource behaviour

and environment is motivated and briefly sketched.

Keywords: Resource Behaviour, Business Processes, Process Mining

1 Introduction

Resources play a crucial role for the correct execution of business processes [2]

and their behaviour heavily affects the overall performance of the processes they

are involved in [4]. But unlike machines, human resources do not show constant

behaviour at work: their working speed varies, they might batch work or are only

available part-time [9]. In addition, humans have different preferences regarding

their work-items or co-workers, which is reflected in their behaviour [1].

From a temporal perspective, workers most likely change their behaviour

and preferences over time due to personal development or adjustments to a new

environment or circumstances. In the area of work psychology, for example, the

arousal, i.e. stress, of workers is recognised to be related to their performance,

known as the Yerkes-Dodson law [10].

In the context of business process technology, the behaviour and decisions of

resources, as well as process-related circumstances, are incidentally captured in

event logs. Metrics like workload, processing speed, waiting times and preferences

in terms of task selection can, for example, be derived from the event log [1, 6],

provided resource information is available for tasks. However, even though many

researchers state that human resources and their behaviour greatly affect overall
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process performance, there is only little research on mining and, more importantly,

understanding the behaviour of human resources in the context of the process

execution [7].

In the remainder of the paper, related work regarding resource metrics is

presented in Sect. 2. Section 3 introduces the concept for a new framework for

resource behaviour analysis.

2 Foundations

So far, several metrics to measure the behaviour and performance of human

resources have been proposed. For example, Swennen et al. [8] introduce the

notions of Resource Frequency, Resource Involvement, and Resource Specialisation,

indicating how active resources are and in how many cases they participate. In

terms of resource behaviour, Suriadi et al. [7] describe how to extract the queuing

discipline (bounded to FIFO, LIFO or Priority) that resources show and Martin

et al. [3] propose an approach for detecting batching in resource behaviour. In

addition, Pika et al. [6] provide examples for metrics in the following categories:

Skills, Utilisation, Preference, Productivity and Collaboration.

Although several papers describe different metrics for resource behaviour,

only a few consider them in context. But former research already showed that

correlations between resource-related metrics can be found in process logs: Naka-

tumba et al. [4] confirmed the Yerkes-Dodson law by extracting the workload

and processing times from process logs and performing a regression analysis.

Another exception in the context of correlating resource metrics is the com-

prehensive framework developed by Pika et al. [6]: They present an approach

for extracting time series of Resource Behaviour Indicators (RBI) from event

logs using SQL-like queries. In later work, this framework was extended by the

aspect of the "relationship between resource behaviors and outcomes"[5] by in-

cluding a regression analysis of their RBIs. However, there are some points for

improvements, e.g. regarding the scope and complexity of the metrics available

for analysis and the reuse or export of calculations.

3 A Framework for Context-Aware Resource Behaviour

Analysis

Due to the limitations of existing work, we plan to develop a framework for

context-aware resource analysis with a three-step approach as shown in Fig. 1.

Metric Selection For examining the behaviour of resources not only the analysis-

part plays an important role but also the metrics themselves must be considered

in detail beforehand. Metrics are measurements used to quantify performance

aspects and can be calculated from data for a point in time or time spans. In

the context of resources and processes, examples are the number of activities a

resource is working on, or how many activities are assigned to a resource but

have not yet been started.
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Fig. 1. Framework Steps

The framework will include, but not be

limited to, a collection of resource-related

metrics from the literature. To guide

the selection of metrics for analysis, we

will furthermore classify them into envi-
ronmental metrics (influencing behaviour)

and behavioural metrics (expressing be-

haviour), which should support more tar-

geted and meaningful analyses. Additionally,

the framework will not be limited to directly

resource-related metrics, since case-related

or event-related information, such as the

case duration or the time of day, may also

have an effect on the behaviour or decisions of resources and will therefore be

available for analysis as well.

Each metric comes with its own extraction logic and imposes, often implic-

itly, certain requirements on the data set, such as certain attributes or meta-

information needed for computation. However, requirements for the process log

are often not mentioned in literature. Besides these demands, metrics can also

have different calculation techniques that differ in their requirements and quality

based on assumptions. The processing time, for example, could be extracted

by taking the timestamps of start and end events into account, or the required

time is specified directly in the log as an attribute. Some logs may even lack this

information, but an estimation of processing times could still be made, e.g. by

considering the subsequent event and assuming waiting times. The framework

for computing such metrics should therefore be aware of these variations and

prerequisites and be extendable with new metrics and calculation techniques.

This allows for a flexible and general application on a wide range of event log

variants.

Correlation Analyses After the metric-computation, correlation analysis can be

used to determine if there is a relationship between them. By automatically

executing the analyses for selected metrics, the framework is able to reveal

interesting insights for further manual investigation. For this, the separation

into environmental metrics and behavioural metrics might help to detect more

relevant results, as it indicates the direction of possible causalities.

To enable future research based on resource behaviour, the data and time

series calculated by the framework should be exportable, e.g. by enriching the

process log with new data and attributes, such as the workload or the current

work prioritisation pattern. This would facilitate further processing of the data

series, e.g. with techniques from the field of machine learning. The resulting

models could be used not only to anticipate the resources’ reactions to impending

environmental changes but also to achieve a more powerful and realistic process

simulation regarding resources.
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Visualisation The visualisation component plays an important role as it is used

to communicate the outcome of the analysis. On the one hand, it should include

the resulting numbers and graphs for a comprehensive evaluation by experts; on

the other hand, the visualisation should quickly point out interesting findings

and provide assistance in interpreting the results.

The concept for a new framework for analysing resource behaviour based on event

logs as presented in this paper suggests and encourages further research on this

topic. There are several points for future work, including a comprehensive and

practical overview of resource-related metrics or new possibilities to combine and

analyse metrics, also with regard to other research areas, such as psychology.
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Abstract. There has been a huge body of research in order to reduce
manual efforts in creating executable process models through the auto-
mated discovery of process models from the event logs created by in-
formation systems. Regarding activity-centric processes, such event logs
comprise case ids and events related to the execution of process activities.
However, there exist alternative process management paradigms, such as
object-aware processes, for which existing algorithms fail to discover a
sound model. These algorithms do not treat data as first-class citizens,
but solely rely on the information from event logs. In consequence, ex-
isting discovery algorithms are insufficient for discovering object-aware
processes. To address this issue, discovery algorithms need to consider
additional data sources (e.g., existing forms). This paper discusses the
need for dedicated discovery techniques in object-aware processes.

Keywords: object-aware processes, process mining, process discovery

1 Introduction

Despite the many mining approaches that exist for activity-centric processes, ad-
equate support for discovering data-centric process models, e.g., in the context
of artifact-centric processes [7], case handling [2], or object-aware processes [8],
is still lacking. While an activity-centric process model consists of a sequence of
activities that need to be executed in a defined order, a data-driven and -centric
process allows for greater flexibility through the use of declarative process rules
and generated forms [15,6]. Current process discovery algorithms are able to
discover the schema of an activity-centric process from an event log, whereas
information about the internal logic of the activities (e.g., user forms or data
required for an activity) is often neglected. As data is treated as first-class cit-
izen in data-centric (e.g., object-aware) process management, the discovery of
corresponding models should consider this issue as well.

To understand the nature of the problem at hand, a short introduction into
data-centric and object-aware process management becomes necessary. PHILhar-
monicFlows, our approach to data-centric processes, introduces the concepts of
objects, object behavior, and object interaction. For each business object present
in a real-world business process, one such object exists. The latter comprises
data, represented by attributes, and a state-based process model describing the
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object behavior in terms of an object lifecycle model. When data becomes avail-
able during runtime, this enables transitions between the various states of the
lifecycle process, i.e., execution is data-driven. In the e-learning system PHoo-
dle, a practical application of the PHILharmonicFlows system [5], examples of
business objects include Submission, Exercise, and Lecture (see Fig. 1 for the
respective data model). In turn, when the values of certain attributes, such as
Points or Feedback, become available at runtime, this enables the transition
between the states of a lifecycle process (see Fig. 2). Finally, the interactions
between object lifecycles are managed by coordination processes [14].

Exercise

AttendanceSubmission
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Tutorial

Download

1:n

1:n

1
:n

1
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Fig. 1. Data Model
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Fig. 2. Objects with Lifecycles and Interaction

2 Related Work

Process discovery summarizes techniques that leverage information from event
logs to discover process models [3]. For activity-centric processes, there exist
a variety of approaches (see [1,17] for an overview). Various algorithms use
event logs as input to discover an activity-centric process model. Regarding data-
centric processes [16], however, there only exist few approaches for discovering
process models. [12] describes an approach for discovering artifacts and their
lifecycles from structured datasets as opposed to lifecycle-enabled objects in our
approach. In turn, [9] deals with methods for discovery of artifacts and the in-
teractions between them; additionally, an evaluation based on real-life datasets
from ERP systems is provided. In turn, [13] decomposes the problem of artifact
lifecycle discovery such that existing process mining algorithms can be applied.
The construction of data and object models from different data structures (e.g.,
databases, legacy systems) has been investigated in reverse engineering [4,10].
While database reverse engineering reconstructs logical or conceptual models,
other aspects of data-driven process management are neglected (e.g., lifecycles
or the interactions between object lifecycles). An approach to automatically gen-
erate event logs from databases is described in [11]. Since data is treated as a
first-class citizen in object-oriented process management, additional information
(i.e., data sources) need to be considered to discover an object-aware process.
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3 Research direction

In our PHILharmonicFlows framework, an object-aware process consists of a data
model, one lifecycle model for each object, and a coordination process enforcing
constraints regarding object interactions [8]. In order to discover an executable
object-aware process, all three aspects need to be considered. For the discovery
of various aspects of object-aware processes (e.g., relations between objects or
states of a lifecycle), solely considering event logs is not sufficient and, hence, ad-
ditional data sources need to be taken into account. For example, the data model
underlying an object-aware process provides the foundation for both lifecycles
and object coordination [5].

The first step during process discovery is to identify objects, including
their attributes and relations. Note that the structure of a normalized relational
database, to a certain degree, is comparable to a data model, which offers the
opportunity to discover the data model from the structure (i.e., the create table
statements) of a database. Each table in the database may, but does not have to
correspond to an object in the data model, whereas columns of a table represent
the attributes of an object. One-to-many relations between tables can be used
to identify relations between the objects of a data model. Additionally, relations
can be used as an indicator if a table corresponds to a correct object.

After discovering the data model, the object lifecycles need to be discovered
in the second step. Based on the attributes from the data model, lifecycle dis-
covery shall deliver object states as well as the transitions between them. In
general, a lifecycle process may enter another state, if all necessary data (i.e.,
attribute values) are available. In particular, lifecycle states cannot be discovered
from event logs, whose entries solely refer to activities due to the mismatch be-
tween states (i.e., defined by attributes) and cases (i.e., a collection of activities).
To tackle this mismatch, discovery algorithms for object lifecycles, suitable event
log preprocessing (e.g., splitting an event log into event logs for each object),
and additional data sources (e.g., forms of existing information systems) need
to be considered as well during the discovery process.

The third step in discovering an object-aware process is to unravel the
coordination of interactions between objects (e.g., a submission may only be
created if the corresponding exercise is in state published). As object interaction
can only be discovered with the data model and the lifecycles present, their
discovery is a secondary problem for now.

4 Conclusion

This paper discusses the need for spending research efforts on the discovery of
object-aware process models. As major advantage, the discovery of an object-
aware processes allows to identify the underlying logic of a process. Finally, due
to the strong linkage between process and data in object-aware processes, it is
possible that not every aspect of each element (i.e., data model, lifecycles, and
coordination) may be discovered from the presented data sources and, therefore
further research is of utmost importance.
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Abstract. Cloud computing offerings evolve continuously. A recent trend
is the Function as a Service paradigm which confronts developers with the
decision whether adopting this new paradigm can be beneficial for parts
of their application. However, many factors influence this decision or even
prevent the usage of FaaS. Therefore, this paper provides a structured
overview of relevant technical factors to guide the decision process.

Keywords: FaaS, serverless, serverless function, cloud computing, decision

1 Introduction

Building applications which run in a cloud environment is the norm for many

enterprises today [9]. However, the possibilities how applications are designed and

run in the cloud are manifold and evolve with new offerings of cloud providers.

A recent trend is serverless computing with the Function as a Service (FaaS)

offering at its core [4]. Developers implement a serverless function by writing

code, potentially combined with further code artifacts (e.g., libraries), which

processes an input and produces an output according to a predefined interface.

The serverless function can then be deployed to a FaaS platform which enables

its execution. The FaaS platform stores the function code and registers it to be

executable via one or more triggers. The available triggers depend on the specific

platform [17]. Typical triggers are messages from a messaging system, database

events or an HTTP request to a URL associated with the function by the FaaS

platform. When a serverless function is invoked via such a trigger, the platform

manages the actual execution transparently. That means, the platform starts up

the execution environment with the required resources, typically a container, and

executes the function with the given input [4]. For multiple invocations, running

containers can be reused or the platform can scale accordingly by starting or

stopping additional containers. Whether a platform can reuse a container (warm

start) or has to start up a new container (cold start) can have a significant impact

on the execution time [19].
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FaaS platforms are typically administered by cloud providers as in the case

of AWS Lambda1 or Azure Functions2. These cloud providers also offer direct

integration with their respective cloud services, like database services or messaging

services to serve as triggers or dependencies for functions. But also open-source

platforms like OpenFaaS3 or Knative4 are available.

FaaS enables a fine-granular billing in a commercial setting where customers

only pay when a serverless function is actually invoked and executed [2, 10]. Since

the FaaS platform starts and stops function containers transparently in order to

scale the system dynamically and to enable this billing model, serverless functions

should be stateless. This statelessness is one technical aspect in the decision for or

against using serverless functions. Although such aspects are already known, they

were not summarized yet and are often discussed in a different context [4, 10, 15].

Therefore, the aim of this paper is to provide a structured and comprehensive

overview of criteria relevant for the decision process. The focus is on criteria

which result from the technical characteristics of FaaS platforms. Since it can

make sense to use serverless functions only for parts of an application, the starting

point for the criteria we consider is a so-called functionality.

A functionality represents a specific part of business logic which can be

implemented and potentially deployed as a serverless function. An application is

a composition of multiple functionalities. An application primarily consisting of

serverless functions is called a serverless application.

In the following, section 2 provides a short overview of our approach for

the identification of the criteria which are presented in a catalog as the main

contribution of this paper in section 3. We discuss characteristics of the criteria

and how they can be practically applied in section 4. Section 5 gives an overview

of related work whereas we conclude the paper in section 6.

2 Approach

The initial identification of relevant technical criteria was not based on a formal

approach but our prior experience with studying FaaS as a recent trend in

cloud computing. In order to refine and validate the identified criteria, we

then decided to build upon the work of Spillner et al. [23] who maintain a

comprehensive list of research on serverless computing. By relying on their

collection of relevant literature, we looked for insights that either substantiated

or rebutted our identified criteria. The result is the criteria catalog in section 3.

The basic assumption is that each criterion can be evaluated on the basis of a

functionality which is considered to be implemented as a serverless function.

1 https://aws.amazon.com/lambda
2 https://azure.microsoft.com/en-gb/services/functions/
3 https://www.openfaas.com/
4 https://knative.dev/
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3 Criteria catalog

Statelessness: A functionality should be stateless since the FaaS platform

cannot guarantee a reexecution on the same instance [15, 21]. This means that a

functionality should not hold state (e.g., data stored in memory or on the disk

of the function instance) of previous invocations which is required for further

invocations. Thus, a serverless function is an example of the stateless component
pattern [12] and all state required should be externalized.

Idempotency: A functionality should be idempotent in the sense of the

idempotent processor pattern [12] meaning that it can be reexecuted multiple

times with the same input and produce the same output. This mostly applies

to how a serverless function handles externalized state. Since FaaS platforms

typically reexecute a function in case of an error, a functionality should be idem-

potent or at least provide the possibility to be made idempotent [15]. Otherwise,

a reexecution can lead to unexpected behavior, for example data inconsistencies

because of repeated database transactions.

Synchronous dependencies: Synchronous dependencies express the fre-

quency a functionality requires synchronous communication with other services

during its execution. This means that a request is sent to an external system, e.g.,

a data storage or an external API, and the process is blocked until a response

arrives. Because a serverless function is also charged for the time in which it

is blocked, each synchronous dependency potentially creates unnecessary cost

[3, 5]. This effect can even be increased when multiple function instances are

executed on the same host and therefore also have to share the available network

bandwidth for their synchronous dependencies [13]. A functionality having many

synchronous dependencies should therefore not be implemented as a serverless

function. Asynchronous interactions with other services where no response is

expected are not problematic.

Event-driven architecture: An event-driven architecture aligns well with

the FaaS paradigm because serverless functions are well-suited as event processors

[5, 10, 20]. Therefore, if an event-driven architecture is used for the application

the functionality belongs to, a serverless function is a suitable implementation.

Additionally, several FaaS platforms provide a built-in support (in the form of

specific triggers) for the consumption of events from various sources.

Algorithmic computing resource efficiency: The computing resources

required for the execution of a functionality depend on its algorithmic character-

istics and the input. Since the computing resources have to be defined upfront for

serverless functions, a computing resource configuration has to be chosen which

is able to handle the input requiring the most computing resources. Consequently,

potential inputs need to be known or a worst-case assumption for the input has to

be made. Memory and CPU power are typically not assigned independently but

change in conjunction [18] for most FaaS platforms. Therefore, the configuration

has to be chosen so that enough CPU power and memory are assigned meaning

that usually one of the two is oversupplied for most inputs.

Oversupplied CPU power does not inevitably result in higher cost because less

complex inputs are often processed faster [16]. If additional cores are assigned
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with more CPU power, it depends on the ability of the functionalities to be pro-

cessed by several cores in parallel. However, oversupplied memory does not result

in a faster execution. It leads to unnecessary cost if memory is provisioned and

has to be paid for, although not needed for all inputs [7, 8]. Thus, an inefficient

usage of the memory resources contradicts the implementation as a serverless

function from an economical point of view.

Maximum execution time: The execution time for a serverless function

has an upper limit enforced by the FaaS platform [4, 17] because serverless

functions should be short-lived [10, 13]. The maximum execution time for a

functionality, even with the highest computing resource configuration, has to be

lower than this limit. Otherwise, the execution will abort with a timeout.

Maximum memory consumption: FaaS platforms limit the memory

which can be assigned to the execution of a function [4, 17]. The maximum

memory consumption of a function for all inputs has to be smaller than the

maximum possible memory configuration. Otherwise, the execution will abort

with an out of memory error.

Availability of execution environments: Available execution environ-

ments are managed by the FaaS platform [15]. Implementing a functionality as a

serverless function is therefore only possible if the desired execution environment

is supported by the chosen FaaS platform. While the available execution environ-

ments of AWS Lambda are limited to common execution environments like Java,

Python or NodeJS [17], OpenFaaS accepts custom Docker images enabling the

usage of arbitrary environments [22].

Deployment artifact size: FaaS platforms limit the maximum size of the

deployment artifact (code archive, container image) for a serverless function [17]

to prevent too large functions and excessive storage usage. If the size of a server-

less function implementation in the form of its deployment artifact exceeds this

limit, it is not possible to implement the functionality as a serverless function.

Latency: If a functionality strictly requires a very low latency, a FaaS

platform might not be able to provide such a latency because of the start-up

overhead for starting a function instance. This start-up overhead is the time

needed by the FaaS platform to provide the required computing resources and to

start the infrastructure (e.g., the container). Since the FaaS platform manages

transparently when function instances are started and stopped, the start-up

overhead occurs frequently [21]. In general, this leads to a longer response time

for functionalities implemented as serverless functions [1–3]. Although the over-

head is also influenced by the runtime environment, it is inherent to the FaaS

paradigm. Therefore, the suitability of serverless functions depends on the latency

requirements for a functionality, as discussed in detail by Aditya et al. [1].

Update frequency: Running systems have to be updated frequently, e.g.,

to implement new features or to fix bugs. Using FaaS offers benefits regarding

the speed with which functionalities can be updated. These benefits are based

on two specific aspects of FaaS: externalization of operational tasks and the

small size of independent deployment units. Because tasks like hardware installa-

tion, operating system maintenance and container orchestration are externalized
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[10, 11], no additional efforts are required and developers can focus solely on

the actual functionality [15]. All serverless functions of an application can be

deployed independently. If a functionality has to be changed, only the serverless

function implementing this functionality has to be redeployed which saves time

in contrast to other approaches.

Vendor independence: In order to be vendor-independent, the possibility

to implement and deploy a functionality in different environments is needed.

FaaS platforms expect that serverless functions are implemented according to an

interface predefined by the corresponding platform provider. Once a functionality

is implemented as a serverless function for a specific FaaS platform, its code has to

be adapted if it has to be transferred to another FaaS platform [2]. Furthermore,

FaaS platforms provide platform-specific services which are often used by the

functions. If these services are used, additional efforts have to be made to transfer

and provide these services on another platform [15, 24]

Workload type: In general, different workload types can be distinguished

which can be used to classify specific usage profiles of functionalities. According

to Fehling [12], there are static, periodic, once-in-a-lifetime, unpredictable and

continuously changing workloads. If the workload is unpredictable, i.e., bursty, or

continuously changing, FaaS is well-suited since its provision of resources can be

adapted dynamically [4]. Under- or over-provisioning does not occur compared

to other deployment options like VMs. For a once-in-a-lifetime workload (e.g.,

for a migration) FaaS makes sense if the resources required cannot be provided

otherwise, but it is not the typical use case for FaaS. Handling a static workload

can usually be implemented more cost-efficiently in a more traditional cloud

model since the resources needed are known upfront and are used most of the

time which is cost-efficient [15]. If workload is produced periodically, FaaS can

make sense but offers no specific advantage compared to other deployment models.

Apart from this broad assessment, a thorough cost calculation for a specific usage

profile is required to definitively evaluate the suitability of FaaS [7].

4 Discussion

The criteria presented in section 3 cover important aspects of FaaS in a compact

way without being too detailed. Therefore, other criteria were excluded from our

collection which are not exclusive to FaaS. E.g., for a cloud service like AWS

Lambda, it might not be possible to determine where the serverless function

is actually executed. Howevere, there can be regulations for sensitive date that

they can only be processed in certain countries. Thus, the usage of FaaS for

sensitive data might be prohibited. Despite being an important concern, it is

not exclusive to FaaS because it also applies to other cloud deployment models

like Platform as a Service (PaaS). Another often mentioned advantage of FaaS

is the automated horizontal scalability of serverless functions. While it can be

a convincing argument for FaaS, it is not an exclusive characteristic of FaaS.

Other deployment models like a Kubernetes5 deployment with a horizontal pod

5 https://kubernetes.io/
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autoscaler or a PaaS deployment can offer the same horizontal scalability, although

lacking the possibility to scale to zero instances. Additional criteria in this regard

are availability of SLAs and resilience. It has to be noted that the decision for or

against using FaaS therefore also depends on the alternatives to which FaaS is

compared to. Alternative deployment models could for example be an on-premises

deployment on dedicated hardware, a virtual machine (VM) deployment within

an Infrastructure as a Service (IaaS) offering, a PaaS deployment, or a deployment

in a Kubernetes cluster. For some of those alternatives the mentioned excluded

criteria can make a significant difference. But, as already stated, to keep the

catalog comprehensible we decided to focus on criteria exclusive to FaaS and a

more comprehensive comparison of criteria with selected deployment alternatives

could be done in future work.

Furthermore, our catalog is focused on criteria resulting from the technical

characteristics of FaaS. Other non-technical criteria can be relevant in a decision

process as well, for example the effort to train developers to work with the new

paradigm and the specific FaaS platforms. But criteria which cannot be regarded

on the basis of a single functionality are out of the scope for this work because

they are less helpful for the decision whether FaaS is applicable to parts of an

application.

An additional aspect regarding the criteria included in our catalog is that

their relevance differs depending on whether an administered FaaS platform of

a cloud provider or a self-hosted open source platform is used. This should be

kept in mind when applying the criteria in a decision process since operational

concerns are not completely externalized when a self-hosted platform is used.

Table 1. Decision guidance for incorporating serverless functions

Category Criterion Dimension

M
an

da
to

ry

Statelessness Yes/No
Executable in maximum execution
time

Yes/No

Executable with desired memory set-
ting

Yes/No

Availability of desired execution en-
vironment

Yes/No

Deployment artifact size not ex-
ceeded

Yes/No

C
os

t-
Effi

ci
en

cy

Synchronous dependencies Number of dependencies
Algorithmic computing resource ef-
ficiency

% of Utilization

Expected usage profile static/periodic/once-in-a-
lifetime/unpredictable

In
di

vi
du

al Effort to achieve idempotency high/medium/low
Event driven architecture Yes/No
Update frequency Number of deployments per month
Vendor independence important Yes/No
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We have summarized the criteria as a structured questionnaire presented in

Table 1 to enable a practical application. The criteria are adjusted to be used

as questions. Possible answers are provided in column Dimension. The table

is structured into three categories. Mandatory criteria are knock-out questions

where a single No indicates that FaaS is not an option.

Cost-Efficiency criteria impact the billing and are therefore relevant from

a business perspective. Since FaaS is the first real pay-as-you-go billing model,

evaluating the potential cost is a significant factor.

The impacts of individual criteria depend on the specific situation. Regardless

of the answers given to these questions, an implementation with FaaS is not

immediately prevented. Each developer or organization has to decide individually

how important these aspects are. If, for example, vendor independence is impor-

tant, it generally makes FaaS less suitable. But if the disadvantages can be dealt

with, it might nevertheless be possible to implement a functionality using FaaS.

This questionnaire helps assess the potential of implementing functionalities

as serverless functions by substantiating the decision process. The criteria are

intended to be assessed on the basis of a predefined functionality. However, finding

the right scope for a functionality or decide whether several functionalities could

be fused into one serverless function is another important topic which has to be

addressed in research.

5 Related Work

Criteria to consider in the decision process for or against using FaaS have so far

not been discussed in combination but individually as suitable for the respective

purpose. To our knowledge, this is the first work collecting these criteria in a

catalog. The only comparable approach is a flow chart created by Bolscher as

part of his Master’s thesis [6], but it considers all criteria to be yes or no criteria.

Research on decision making in the broader topic of cloud computing, however,

is already a mature field of research. The main focus is often on multiple-criteria

decision making to select a specific cloud service or cloud provider [14]. In

comparison to this, our work has a considerably smaller scope and is focused only

on a single outcome, namely whether or not to use FaaS. It could however be

combined with multiple-criteria decision making to select a suitable deployment

model for an application.

6 Conclusion and Outlook

This paper presents a catalog of criteria which can be practically used with the

presented questionnaire for the decision of whether to implement a functionality

as a serverless function or not. To evaluate their comprehensiveness and usefulness,

in future work the criteria should be applied to an actual use case or be empirically

validated with the help of practitioners. Furthermore, specific criteria are worth

to be considered in more detail such as the computing resource efficiency or the

impact of different workload types.
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Abstract. The European Union General Data Protection Regulation
(GDPR) defines the principles to be met by organizations when pro-
cessing personal data in order to guarantee data privacy. According to
GDPR, consent is required for establishing a legal basis for processing
personal data, if there are no other legal grounds for the processing. Be-
sides any identifiable “natural” person, also known as data subject, has
the right to withdraw the given consent to process his or her personal
data at any time. It is the organization’s responsibility to ensure consent
and its revocation to demonstrate its compliance with GDPR. With re-
spect to GDPR compliance, organizations can benefit from workflows as
they might be used to ensure that consent is obtained before process-
ing personal data. This paper addresses how to enable organizations to
manage consent and revocation through their workflows.

Keywords: Data Privacy ·General Data Protection Regulation (GDPR)
· Consent · BPMN · Business Process Compliance

1 Introduction

The European Union General Data Protection Regulation (GDPR) limits the
processing personal data unless it is explicitly allowed by law, or the data subject
has consented to the processing [GDPR, Article 6]. In addition to this, the
data subject shall have the right to withdraw his or her consent at any time
[GDPR, Article 7(3)]. Organizations dealing with personal data of European
Union citizens must be able to provide a proof of validity of obtained consent
and revocation.

The principle of Privacy by Design (PbD) advocates that privacy should be
considered as a first class citizen in the technology design and should be proac-
tively embedded. In order to support PbD, organizations can take advantage of
workflows by checking compliance of their workflow models with GDPR during
design time. One of the significant benefits of using workflows is that it enables
to capture how data is transmitted for what purpose at the conceptual level. We
use Business Process Model and Notation (BPMN) to model workflows as it is
a de-facto standard for business process modeling.

In this paper, we analyze the consent and its revocation under GDPR. Based
on this analysis, we propose design patterns to integrate consent and revocation
features in BPMN-based workflows.
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20-21 February 2020, published at http://ceur-ws.org/Vol-XXXX
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The structure of the rest of the paper is as follows: Section 2 briefly presents
our understanding of the consent and revocation under GDPR. Section 3 dis-
cusses the concept of workflows in our research. Section 4 gives an overview of our
proposed approach. Section 5 gives a running example in the clinical domain to
show the applicability of our approach. Section 6 reviews related works. Finally,
Section 7 concludes this paper and discusses our future work and perspectives.

2 Consent and Revocation under GDPR

Consent can be defined as “any freely given, specific, informed and unambiguous
[...] clear affirmative action” by which a data subject agrees to the processing
of his or her personal data [GDPR, Article 4]. Some data operations are lawful
only if the data subject has given consent to this processing [GDPR, Article 6,
§1(a)].

Organizations need to determine whether their data operations require con-
sent to be lawful. We use the term Consent Policy to define the statements to
declare whether a data operation requires a consent. In our article [1], we give a
formal definition for Consent Policy in Definition 1.

Definition 1 (Consent Policy) A Consent Policy CP contains policies which
are represented as 2-tuples cp = (purpose, requiresConsent), where:

– purpose is the reason for which data is collected, used, or disclosed;
– requiresConsent ∈ {true, false} specifies whether data processing requires

consent or not.

For instance, newborn hearing screening requires an explicit consent to be
legitimate. However, an emergency case does not require consent as it is a subject
of “vital interest” which means being necessary to protect someones life. Thus,
CP contains policies (newborn-hearing-screening, true) and (vital-interest, false)
accordingly.

Consent	Form

Data	Subject

Purpose

Data	Controller

Fig. 1. Consent Form.

For consent to be informed and valid, the
data subject must be aware at least of the pur-
poses of the processing and the identity of the
data controller who determines the purposes
and means of the processing [GDPR, Recital
42]. As an example, assume Hospital X wants
to use personal data of its patients for new-
born hearing screening. Hospital X can use the
following statement to inform its patients to
obtain consent “We, as Hospital X, use your
personal data for the purpose of newborn hear-
ing screening.”

We model a Consent Form (illustrated in Figure 1) that retains the mini-
mum required information to be valid. Consent Form can be elaborated with
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additional information such as the duration of the consent to give data subjects
more control.

A data subject has the right to withdraw his or her consent at any time
[GDPR, Article 7, §3]. Organizations are obliged to take appropriate actions to
handle revocation. They have to stop any ongoing process instances which are
affected by revocation. They should also delete the personal data, if the personal
data is not used by any other purpose and becomes unnecessary after revocation.

3 Workflows: Platform to support GDPR Compliance

Data privacy, in general, focuses on how personal data should be handled. In
order to ensure data privacy in BPMN-based workflows, we work on different
ways of data handling supported in BPMN [2]. Data is represented in BPMN
via data object, data store, or message elements1 (shown in the left-hand side
of Figure 2). In order to check the privacy compliance of a workflow for each
of its data operation, it is essential to know explicitly which personal data is
accessed for which purpose. We expect organizations to provide this informa-
tion via semantic text annotations. Right-hand side of Figure 2 illustrates how
we semantically annotate the data operations, where purpose refers to the pur-
pose of accessing data and attribute-name refers to a set of attribute names of
data which are accessed. For example, < marketing, {name, age} > annotation
means name and age data attributes are accessed for the purpose of marketing.

Data
Store

Data
Object

Task

Message

Semantic	Annotation	Usage
for	Data	Operation

Data	Handling
in	BPMN

purpose,	{attribute-name}

Fig. 2. Data in BPMN.

4 Approach

Our idea how to manage consent and revocation is to propose design patterns
that are integrated into BPMN-based workflows. As we explained in Section 2,

1https://www.omg.org/spec/BPMN/2.0/
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some data operations are legitimate only with the consent of a data subject. As
a first step, we determine the data operations in a given workflow. Section 3
lists different means to handle data in BPMN which are via data object, data
store, or message elements. We check these BPMN elements in a given workflow.
We assume that data operations are all semantically annotated and semantic
annotations include the purpose of the data operations.

After determining data operations in a given workflow, we determine whether
these data operations require consent according to a given Consent Policy (Def-
inition 1). If there is a data operation requiring explicit consent and if there
is no consent obtained before that data operation, there is a potential privacy
violation. Our idea is adding a checking consent step beforehand to remove this
potential violation. For this purpose, we designed a consent pattern which is
shown in Figure 3. Data Controller asks the Data Subject for consent and the
Data Operation is executed when consent is granted. Otherwise, the process ter-
minates. Consent Form is modeled as it is shown in Figure 1, it contains the
identity of Data Controller and the purpose of the Data Operation.

D
a
ta
	

S
u
b
je
ct

D
a
ta
	

C
o
n
tr
o
ll
e
r

ask	consent
consent	is	granted

Data
Operation

consent	is	rejected

Data

purpose,	{data}

Consent	Form
purpose,	{data}

Fig. 3. Consent Pattern.

We address the question “when to obtain consent?”. We consider to add
consent pattern as late as possible which means to add it just before the con-
cerned data operation. In this way, we intend to prevent the potential situations
where consent is obtained yet never used. We argue that consent should be ob-
tained only when it is needed. We raise also the question “what if there are
multiple purposes within a given workflow?”. When there are multiple purposes,
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consent should be given for all of them [GDPR, Recital 42]. Our strategy to
handle multiple purposes is first analyzing whether data operations with differ-
ent purposes always follow each other. When they follow each other, we create
one aggregated Consent Form including all their purposes. If data operations do
not always occur together, we create separate consent patterns for each of these
data operations. The reason behind is again related to prevent the potential
situations where consent is obtained yet never used. Creating separate consent
patterns might increase the complexity of the workflows in terms of readability.
However, a consent pattern can also be designed as a BPMN sub-process which
provides a more compact view. Thus, we might increase the readability of the
workflow.

D
a
ta
	

C
o
n
tr
o
ll
e
r

revocation	is	requested

Data	Operations	Sub-Process

handle	revocation

stop	all	running
processes
regarding
revocation	

erase	the
withdrawn
data

check	if
withdrawn
data	is

necessary yes

no

D
a
ta
	

S
u
b
je
ct

request	consent	revocation

Fig. 4. Revocation Pattern.

Figure 4 shows our design pattern to handle revocation. We created a sub-
process which includes all data operations because the consent withdrawal can be
related to any of the data operations. We also added a “handle revocation” step
for the created sub-process. Handle revocation task is triggered by withdrawal
request by a data subject. Handling revocation implies to stop any ongoing
process instances affected by the withdrawal request of the data subject and to
erase the personal data if the personal data is not necessary anymore.

We developed both consent and revocation patterns in a way that no addi-
tional BPMN symbol is required. In this way, our approach can be easily applied
to existing BPMN-based workflows.
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5 Running Example

We consider Newborn Hearing Screening (NHS) procedure in Germany as a run-
ning scenario in order to illustrate our methodology. It is an optional procedure
which requires the explicit consent of at least one of the parents or guardians
of the newborn babies. After carrying out NHS, according to the result of the
screening pediatrician either applies treatment or conducts further research. Pro-
cessing personal data for the purpose of research also requires consent to be
lawful. Figure 5 shows a BPMN diagram for our scenario. Take note that this
BPMN diagram is not GDPR-aware which means there is no consent or revoca-
tion control.

P
e
d
ia
tr
ic
ia
n

newborn
arrives

carry	out
NHS

NHS
result

apply
treatment

conduct
research

bad	result? require	research?
yes

no

no

yes

		NHS,	{NHS-result}

		research,	{NHS-result}

Fig. 5. Newborn Hearing Screening Diagram without Consent and Revocation.
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arrives

ask	consent consent	is	granted

consent	is	rejected

carry	out
NHS

bad	result?
yes

no

ask	consent

research?
yes

consent	is	rejected

consent	is	granted

conduct
research

NHS
result

apply
treatment

no

handle
revocation

Data	Operations	Sub-Process

revocation	is	requested

Consent	Form
NHS,	{NHS-result}

P
a
re
n
t

Consent	Form

NHS,	{NHS-result}

research,	{NHS-result}

research,	{NHS-result}

Fig. 6. Newborn Hearing Screening Diagram with Consent and Revocation.
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Figure 6 illustrates the BPMN diagram for newborn hearing screening which
includes consent and revocation controls. In our scenario, there are two data
operations with two different purposes which are NHS and research. We add
separate consent patterns for each of these data operations because when the
processing has multiple purposes, consent should be given for all of them. In our
scenario, pediatrician do not always conduct research. Therefore, we do not ask
consent for research and NHS at the same time. In order to manage revocation,
we create the Data Operations Sub-Process including both data operations and
we add handle revocation pattern for this sub-process. Handle revocation task
is triggered by a revocation request by a parent.

6 Related Work

Granting and revoking consent effectively has been the focus of several research
efforts over the last years. In the pre-GDPR era, one of the pioneers in this field
was Ensuring Consent and Revocation (EnCoRe) research project. Within this
project, one of the goals was to provide dynamic and granular options for consent
and revocation in system design [3][4]. They also provide conceptual modeling
for privacy policies with consent and revocation requirements [5]. Their under-
standing of consent differs from ours as they do not reflect on the requirements
and obligations based on GDPR. Also, they have no work regarding the use of
workflows to handle consent and revocation. [6] proposes the idea of the align-
ment of workflows with consent management. Their aim, however generating
the letter of consent documents based on existing workflows. In the literature,
there are also studies where BPMN is extended towards security and privacy
aspects [7][8]. However, these works do cover neither consent nor revocation. [9]
presents a set of design patterns as business process models which enables orga-
nizations to tackle GDPR constraints. Their work can be considered as a guide
to achieve GDPR compliance for an organization. Our work considerably differs
from their work because we aim to transform the existing non-privacy-aware
business process models into privacy-aware ones.

7 Conclusion and Outlook

We are convinced that it is fundamental to incorporate consent and revocation
controls within the workflows of organizations that handle personal data to en-
sure their compliance with GDPR during the design time. In this paper, we have
presented our approach to adapt the BPMN-based workflows with the consent
and revocation concepts under GDPR. As future work, we would like to work on
how to automatically generate the consent forms by using the existing workflows
and automatically transform the existing workflows into the ones which handle
the consent and revocation efficiently. We are also interested in analyzing the
optimality of our approach.
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Abstract. When deciding for a tool, there are differnt tools to choose from avail-
able. Researches come up with scientific criteria to compare different tools and
spend huge effort to run the comparison. The presentation of the comparison results
is an open issue. The “Ultimate Comparison Framework” is one solution enabling
a) collection of evaluation data using markdown and b) presentation of the data set
in a web-app.

1 Introduction

The accumulation of knowledge is an essential condition for a field to be scientific and
to develop [3]. In the field of information systems research in general and business
process management in particular, literature reviews are conducted to harvest the body of
knowledge [6, 7]). There is still lack of sharing analysis results, especially in the field of
business process management (cf. Recker and Mendling [7]). The Ultimate Comparison
Framework is an approach to fill this gap: It supports publishing reviewing results in a
open way. It further supports updating the research results by established collaborative
software engineering techniques such as GitHub pull requests [2]. The current focus is
on comparison of tools and technologies, but not limited to it.

The development of the Ultimate Comparison Framework was driven by a) sustaining
search results in the context of finding the most fitting tool for a task and b) offering a
framework for comparitive studies crafted by students in the context of their software
engineering trainings (cf. “Fachstudie” [5]).

The framework is called “Ultimate Comparision Framework”, because it offers
creation of “Ultimate Comparisions” and is not a single comparison of different tools.
The name “Ultimate Comparision” stems from the claim that the framework is easy
to use (covering creation and maintenance of data as well as reading data) and will be
used by many research to present their research results. This paper is a first step into
this direction by making it known to a broader community.

Users of the framework are a) researchers wanting to sustainn their survey results, b)
researches investigating other surveys, and c) industry users interested in introducing a new
tool or framework and aiming for a scientifically-grounded comparison of existing work.

Already published “ultimate comparisions” include: Comparison of Cloud Deploy-
ment and Management Tools1, Comparision of IoT platforms2, Comparison of time-

1 https://ultimate-comparisons.github.io/ultimate-deployment-tool-
comparison/

2 https://ultimate-comparisons.github.io/ultimate-IoT-platform-
comparison/
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series databases3, Comparison of message brokers4, Comparison of graph libraries for
JavaScript5, Comparison of web-based IDEs6, Comparision of literature management
software7, and Comparison of LATEX building helpers8. The list of available comparisions
is constantly updated at https://ultimate-comparisons.github.io/.

The idea stems from the PaaSfinder Web Application [4] (available at https://
paasfinder.org/). In contrast to PaaSfinder, the Ultimate Comparison Framework is
hosted as a Web site and stores its data in Markdown. It is the first tool basing on plain-text
(Markdown) for data storage and on GitHub for data collection and data presentation.
Its source is available at https://github.com/ultimate-comparisons/ultimate-
comparison-BASE.

This paper demos the framework by showing the Ultimate Comparison of Open
Source Time-Series-Databases [1]. We explain the reader-facing interface (Sect. 2) and
the contributor-facing interface (Sect. 3). After sketching the implementation (Sect. 4),
we provide a short summary and outlook (Sect. 5).

2 Reader-facing Interface

A reader sees a criteria overview (Fig. 1) and a table listing all tools (Fig. 2). The criteria
overview is automatically generated from the criteria configuration (Sect. 3). Besides
using common filtering and sorting techniques, a user can also configure visibility as well
as export to LATEX. The export to LATEX is important to embed the results in a scientific
technical report such as publications or a student thesis. The examples are based on the
Ultimate Comparision of time-series databases.

3 Contributor-facing Interface

In the current deployment, the Ultimate Comparison uses GitHub as hosting platform.
The typical GitHub flow9 is in place. Each dataset of a tool is stored in a separate
Markdown file. Editing of one such a file is shown in Fig. 3. The criteria as well as the
possibles values are configured an ultimate comparison (using a YAML configuration
file). Thus, the framework allows for defining arbitrary criteria names. Possible data types
are text, enums, and numbers. For instance, the code license can be enumerated and results
of performance measussrements can be provided. Each criteria is input as Markdown
heading. In case of text, the text comes below a the heading (e.g., “- Apache-2.0”

3 https://tsdbbench.github.io/Ultimate-TSDB-Comparison/
4 https://ultimate-comparisons.github.io/ultimate-message-broker-

comparison/
5 https://ultimate-comparisons.github.io/ultimate-graphframework-

comparison/
6 https://ultimate-comparisons.github.io/ultimate-webIDE-comparison/
7 https://ultimate-comparisons.github.io/ultimate-reference-management-

software-comparison/
8 https://ultimate-comparisons.github.io/ultimate-latex-makers-

comparison/
9 https://guides.github.com/introduction/flow/
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Fig. 1. Criteria overview

Fig. 2. Table of tools (bottom omitted)

below “## License”). In case of an enum, all matching enums are listed as markdown
list. In case of numbers, the number is given below the heading.

To setup an ultimate comparision, basic knowledge of GitHub pages and the usage
of CI/CD tools is necessary. Furthermore, writing YAML is an essential software engi-
neering skill. To input data into an ultimate comparision, the knowledge of using GitHub
as well as entering Markdown are necessary.

4 Implementation

The Web interface is implemented using Angular. The data is converted from Markdown
to JSON using Java on a CI server (currently TravisCI). The JSON is read by the Web
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Fig. 3. Editing data using GitHub

application running on the client side in the browser. The Web interface is hosted in
the branch “gh-pages” of the respective comparison and offered to users by the GitHub
Pages offering10.

5 Conclusion and Outlook

This paper presented the Ultimate Comparison Framework offering a collaborative
comparison framework. It stores the data in markdown files enabling the usage of arbitrary
text editors to add or modify data. The the data is rendered as static HTML page showing
all criteria, the evaluated tools, and the fulfillment of each criterion in a table.

The next development ideas are a) offering a browser-based user interface to input
data (instead of relying on GitHub) and b) using Wikipedia tables as data input, either
as data source for displaying or as data source for synchronizing the local Markdown
files. Future work includes measurement of the time required to publish and maintain
results in comparison to other approaches such as scentific publications or tables in
WikiPedia articles.
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